For interoperability reasons, should certified OpenStack powered
compute clouds be required to boot a Linux VM?

Currently, the DefCore test suite requires requires some tests to create a Linux guest
environment. The tests in question validate the Nova API and the Linux guest requirement is a
side effect of the testing process. Since tests are the fundamental validation of the DefCore
guideline, that effectively makes Linux guests required unless DefCore flags these core tests.

Consequently, there is a debate going on whether certifying OpenStack environments means
they must boot a Linux VM. This is not a technical requirement, OpenStack code supports a
variety of non-Linux VM configurations: it specifically applies to vendors seeking to use the
OpenStack brand in their product name.

Here’s the patch that started the discussion: https://review.openstack.org/#/c/244782/

The DefCore Committee has extensively solicited feedback from the general community on this
issue. The matter will be addressed by the Technical Committee in its Dec. 8th meeting
(several TC members have already commented on the patch) and by the Board of Directors in
it's Dec. 3rd meeting. The review has been in Gerrit since Nov. 12th and has been discussed in
multiple public DefCore meetings and on the #openstack-defcore IRC channel. Additionally, an
email was sent to the openstack-dev, openstack, openstack-operators, and defcore-committee
lists on Nov. 16th to raise awareness and solicit feedback.

Notably, Oracle has stated that the capabilities themselves (e.g. setting a hostname on a guest
instance, etc) do actually work with their product...the tests don’t pass because they use Linux
commands to validate that the capabilities worked. Oracle has also noted that while they have
code to make the tests work in their environment by running Solaris equivalents of the Linux
commands in question, they have refrained from submitting it after speaking with the QA PTL
because an existing proposed refactor of resource management would potentially be a better
solution (however the spec for this hasn’t yet merged). The issue has grown beyond the Linux
guest test question. The heart of the issue is this question: for interoperability reasons, should
certified OpenStack powered compute clouds require VM behavior. Specifically, must they be
able to 1) upload a system image, 2) boot that image and 3) allow image to be any O/S. For
technical reasons, it's too broad to assume any O/S and any image. Further, there may be
additional differences needed by widely desired use-cases for containers and bare metal. If
these behaviors are to be limited then how do users determine these limitations?

TL;DR Chart “it's not clear if DefCore requires VMs or not”

If DefCore is... Single O/S OK Multi O/S Required (User choice)
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APIs + Linux Implementation | Linux Containers Hypervisors (Current Guidelines)

APIs only Solaris Zones Missing “which O/S or Image” API

In DefCore, currently we do not have explicit requirements for booting a Linux VM, or booting
anything for that matter. The implicit requirements come in through Tempests tests. The
particular tests in question rely on Linux tools to login into a guest and verify the hostname is the
same as server name, verify server vcpus, and attach/detach volumes. While we will could fix
the tests to address the implicit Linux requirements; the question raised here deserves an
explicit answer.

DefCore requires that the OpenStack implementation passes all required tests, and the tests
have additional implicit requirements. Up until now, guest OS requirement has not come up.
However, OpenStack environments can run guests with different OS, and Tempests tests are
currently testing only for Linux guests. Since DefCore is about interoperability and users’ needs,
there are differing opinions if DefCore should require a minimum set of guest OSes.

It's not clear if the right answer is to define a minimum required set of OSes as guests and test
for their supportability. What happens if a user expects an OS but it is not supported by the
OpenStack implementation. If a minimum is enforced, then should this apply to only to guest
VMs that the environment must support. How about containers? Bare metal?

Co-Chair's Note: If an OpenStack cloud has a region that supports guests (including Linux) then
it could have additional regions that only support a single O/S via containers/zones. This type of
cloud would pass current DefCore guidelines while also providing for specialized workloads.
This configuration is fully allowed by DefCore and does not require any changes or discussion.

A few separate issues:
e Are (only) Linux VMs required on an OpenStack environment?
e How about containers, bare metal? Changes to tests would be required.
e |s DefCore only about testing APIs and designated sections?
e |s “bring your own image” a required feature? Is it part of current or new?

Possible Actions (not mutually exclusive):

Background: OpenStack DefCore does not have explicit requirements about which operating
system guests are provided. It does have implicit requirements in some of the capabilities by
using Linux commands to validate that the capabilities work.

Short Term Actions Fastest Time Frame




Short Term Technical Fixes

A | Fix the tests to work on multiple O/S

could be immediate

Short Term Process Fixes

G | Accept different regions having different hypervisor,
metal, or container configurations as long as a single
region is a hypervisor that supports Linux guests.

current policy. no changes.

J | In 2015B, the Foundation is able to require vendors to
provide specific configuration information. If that
information included the guest operating systems
supported then users would be able to make informed
decisions about the vendors they use (should be done
with A).

supported by current policy,
could be done quickly.

Long Term Actions

Fastest Time Frame

Long Term Technical Fixes

B [ Add “which O/S is supported” API (can use list images
api?)

DefCore 2017.07

C | Add tests to confirm uploaded images can be run
(assuming these are new Capabilities)

DefCore 2016.07

E | Add Capabilities for each Guest O/S to be supported

DefCore 2017.01

Long Term Process Changes

D | Define “must run” O/S list outside of DefCore Guideline
(would be a change to DefCore principles) DefCore
committee does not like this option since it requires
determining a process to figuring out who and how.

requires changes to DefCore
process, mid 2016 soonest.

F | Drive container (single O/S options) drivers to Magnum.

to be resolved and resources committed.

Magnum is a long way from being considered for
DefCore. In the last user survey, only 4% of production
installs were running it.

This may not be a valid technical approach - it would have

mid 2016. Requires
coordination with Technical
Leadership on multiple
projects.

Move to recognize non-base common configurations (aka
“Flavors”) in Guidelines so that we can recognize different
architectural options without breaking Interop within a

late 2016. Requires changes
to Defcore process




flavor and have some least common baseline guideline
between them. [the “Randy Bias” option]

I | Add a requirement (via Designated Sections) that drivers | Probably requires a change
for Compute be in-tree. This came up in the review. to DefCore principles, which
Currently, drivers are explicitly not designated. currently allow vendors to
substitute alternate
implementations (see Section
6).

Since it’'s impossible for OpenStack to support ALL operating systems, we either need to create
a minimum required list (Action D, current is Linux) or allow vendors to make this determination
themselves.
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