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• Volume operations are implemented  

by using LVM, which is light weight.  

•I/Os are issued to a storage controller,  

which has enough scalability. 
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(1) Set up FC connectivity between storage, 

control and compute nodes. 

(2) Create LU1 on FC storage.  

(3) Attach the LU1 to control and compute 

nodes as a shared LU outside of 

OpenStack. After (3), LU1 appears in all 

nodes as a /dev/sdx. 
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(4) Create VG1 on top of LU1 at control node. 

(5) Scan LVM metadata on LU1 on each node. 

As a result, VG1 appears in all nodes. 

(6) Edit cinder.conf and use VG1 as a 

“volume_group” for proposed LVM driver. 
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1-3. Work flow of volume creation and attachment 
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(2) LV1 is written to the shared LU.  

(3) Before volume attachment, scan LVM 

metadata on LU1 at compute1.  

As a result, LV1 appears in compute1. 

1-3. Work flow of volume creation and attachment 

LV1 
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(4) Activate LV1 at compute1. 

=> After activation, access device path 

/dev/VG1/LV1 is created at compute1. 

(5)  Attache LV1 to VM1.  

=> Libvirt and qemu can handle device path 

and attach a volume using this. 

1-3. Work flow of volume creation and attachment 

LV1 
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There are many kinds of Cinder plugins available. 

LVMiSCSI 

Vendor specific 

drivers, such as, 

Dell, EMC, HP, 

Hitachi and etc … 
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2. Target of Proposed LVM volume driver 



3. Comparison of Proposed LVM volume driver 

9 

LVMiSCSI 
Proposed  

LVM  

FC 

(Vendor Driver) 

Implementation 

of volume 

LV 
(managed by LVM) 

LV 
(managed by LVM) 

LU 
(managed by storage) 

Volume 

Operation 

By software 
(LVM) 

By software 
(LVM) 

By hardware 
(Storage) 

Supported 

Storage 

Any storage 
(Storage independent) 

Any storage 
(Storage independent) 

Specific storage 
(Requires specific 

plugin) 

Volume Access 

Path 

Via software 

iSCSI target 

Direct from 

fibre channel 

Direct from 

fibre channel 

 

Less volume 

operations 

to storage. 

Better 

support  

coverage. 
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